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Eye tracking

● Operated lights and appliances remotely
● Control infrared devices such as televisions and stereos
● Surf the Web and send emails
● Wirelessly control his own PC or Mac, using the Computer 

Access program’s on-screen keyboard and mouse
● Store and play music
● Organize photos and home movies and view them
● Read books on Kindle
● Watch YouTube videos
● Use a word processor



Eye tracking interface



Gstreamer support

Register and initiate Gstreamer in main class



Gstreamer support

Initiate and prepare the pipeline, set pipeline sink, set stream properties, set number of 
buffers queued



Gstreamer support

Check the gstreamer pipeline state and return error in case failure



Gstreamer support
Read pipeline properties and image 
buffer. 

Call image decode function and image 
color conversion function. 

Set image for further processing



YUYV format decode
Decode image buffer to YUV (3 channel) image matrix

YUV to RGB color conversion using LUT (lookup table)



NV21 format decode

Decode image buffer to YUV 
(3 channel) image matrix



YV12 format decode
Decode image buffer to YUV 
(3 channel) image matrix



Fixation points estimation methods

● Accuracy 0,7° - 1,1°



Fixation points estimation methods



Fixation points estimation methods







Fixations within ROI



Pupil detection methods





Bright vs dark pupil effect 

● The bright pupil method some 
factors may affect the size of the 
pupil, such as age and 
environmental light, may have 
an impact on trackability of the 
eye. Ethnicity is also another 
factor that affects the bright/dark 
pupil response: the bright pupil 
method works very well for 
Hispanics and Caucasians. 
However, the method has proven 
to be less suitable when eye 
tracking Asians for whom the 
dark pupil method provides 
better trackability.

● Dark pupil effect is proved 
to be more useful under 
natural light conditions. 
That is why it is utilized in 
head mounted devices. The 
„dark” pupil detection may 
be easily affected by factors 
like eyeliners and mascaras 



Pupil detection algorithms



● Under IR exposure, to obtain correct pupil position, 
greyscale image can be processed. Considering pupil 
detection under ordinary light, it is better to convert 
captured image to the HSV scale, split image in to 
three components and extract the Value one. 

Color conversion



Image segmentation



Image segmentation





Eye tracking

V component 
extraction

Morphological 
operations

Automatic threshold

Features 
enhancement

Pupil region 
detection

Pupil detection

Glints removal





Eye tracking

Pupil detection

Find contours

Fill holes

Approximate size 
with rectangle

Look for round 
shape

Approximate 
pupil with circle

Threshold tunning

Pupil center 
candidate det.

Pupil boundary 
points dete

Ellipse fitting





Eye tracking

For each 10 tested subjects 100 random samples were selected. Sensitivity = 98% 



Algorytmy kompensacji ruchów głowy

Wyznaczenie macierzy T1 raz 
podczas kalibracji

Estymacja pozycji źrenicy w 
obrazie K2

Wyznaczenie macierzy T2 dla 
każdej zarejestrowanej klatki

Estymacja pozycji fiksacji w ROI

Rejestracja danych do obliczenia 
macierzy T1 podczas kalibracji

Estymacja pozycji źrenicy w 
obrazie K2

Wyznaczenie macierzy T2 dla 
każdej zarejestrowanej klatki

Wyznaczenie przesunięcia na 
podstawie obrazu z K2  

Estymacja pozycji źrenicy 
odpowiadających danym z K2

Estymacja pozycji fiksacji w ROI

ALGI ALGII

i i i

i i i

i – numer przechwyconej klatki







Constant geometric 
relationship between eye, 

display and a camera

Constant geometric 
relationship between display 

and a camera

Head movement compensation





*Kocejko, T. & Wtorek, J. (2013), Gaze tracking in multi-display environment, in 'Human System Interaction (HSI), 2013 The 6th 
International Conference on', pp. 626--631.

Detekcja punktów fiksacji w środowisku 
wieloekranowym



 gaze estimation

where:
•   – is  transformation matrix 
computed from pupil positions 
stored in matrix M1 related with 
calibration points stored in M2
• P - is a vector containing absolute 
pupil center position registered by 
eye camera
• VPoR - Virtual Point of Regards 
vector containing the fixation 
position correlated and represented 
in the same space as images 
captured by scene camera.

(1)

where:
• 2 -  is transformation matrix 
computed from virtual positions of 
IR LEDs markers dynamically 
captured by scene camera stored 
in matrix Mi and their position 
represented in pixel space - MRi
• VPoR - Virtual Point of Regards 
vector containing the fixation 
position correlated and  
represented in the same space as 
images captured by scene
camera.

(2)



multiple display tracking 
algorithm

• Points detection
• Mesh application
• Section counting
• Section properties check
• Pairs matching
• Pairs properties check
• Quadrangles matching
• Quadrangles reduction

Points detction
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Pairs matching
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Quadrangles 
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Stop

Start
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No

No

No

No
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Results
Cloud of points

Detection result





Hardware setup

EYE TRACKING
MODULE

Scene camera
Eye camera

IR LED diodes



Hardware setup

EYE TRACKING
MODULE

Eye camera

Modified lens 
with special 

filter



Software 
architecture
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Multiple camera support

The eGlasses consortium receives the funding support of NCBiR, FWF, SNSF, ANR, and FNR in the 
framework of the ERA-NET CHIST-ERA II.

Different primary settings for each defined camera:

Default options are presets in main thread constructor and maybe changed from other classes 
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Pupil detection
• Image downsize
• Pupil region detection
• Precise pupil detection algorithm 1
• Precise pupil detection algorithm 2

The eGlasses consortium receives the funding support of NCBiR, FWF, SNSF, ANR, and FNR in the 
framework of the ERA-NET CHIST-ERA II.
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Pupil ROI detection/Fast pupil detection

The eGlasses consortium receives the funding support of NCBiR, FWF, SNSF, ANR, and FNR in the 
framework of the ERA-NET CHIST-ERA II.

The result of this function is 
approximate center of pupil 
or pupil region
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Faculty of Electronics, Telecommunications and Informatics, Department of Biomedical 
Engineering

The eGlasses consortium receives the funding support of NCBiR, FWF, SNSF, ANR, and FNR in the framework of the ERA-NET CHIST-ERA II.
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Faculty of Electronics, Telecommunications and Informatics, Department of Biomedical 
Engineering

The eGlasses consortium receives the funding support of NCBiR, FWF, SNSF, ANR, and FNR in the framework of the ERA-NET CHIST-ERA II.

Results The accuracy of a hit test (gaze based selection) in 
regards to the distance between target point centers
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Faculty of Electronics, Telecommunications and Informatics, Department of Biomedical 
Engineering

The eGlasses consortium receives the funding support of NCBiR, FWF, SNSF, ANR, and FNR in the framework of the ERA-NET CHIST-ERA II.

Conclusions
eye tracking interface 

in smart glasses is 
reliable

Eye tracking module can be 
use as a pointing device for 

the correctly designed 
interface

Proposed system was 
100% accurate for test 
tables containing target 

points spread in a 
distance up to 150px
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