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Abstract As computers become more pervasive in society, facilitating natural human–
computer interaction (HCI) will have a positive impact on their use. Hence, there has been
growing interest in the development of new approaches and technologies for bridging the
human–computer barrier. The ultimate aim is to bring HCI to a regime where interactions with
computers will be as natural as an interaction between humans, and to this end, incorporating
gestures in HCI is an important research area. Gestures have long been considered as an inter-
action technique that can potentially deliver more natural, creative and intuitive methods for
communicating with our computers. This paper provides an analysis of comparative surveys
done in this area. The use of hand gestures as a natural interface serves as a motivating force
for research in gesture taxonomies, its representations and recognition techniques, software
platforms and frameworks which is discussed briefly in this paper. It focuses on the three
main phases of hand gesture recognition i.e. detection, tracking and recognition. Different
application which employs hand gestures for efficient interaction has been discussed under
core and advanced application domains. This paper also provides an analysis of existing
literature related to gesture recognition systems for human computer interaction by catego-
rizing it under different key parameters. It further discusses the advances that are needed to
further improvise the present hand gesture recognition systems for future perspective that
can be widely used for efficient human computer interaction. The main goal of this survey is
to provide researchers in the field of gesture based HCI with a summary of progress achieved
to date and to help identify areas where further research is needed.
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1 Introduction

In the present world, the interaction with the computing devices has advanced to such an
extent that as humans it has become necessity and we cannot live without it. The technology
has become so embedded into our daily lives that we use it to work, shop, communicate and
even entertain our self (Pantic et al. 2008). It has been widely believed that the computing,
communication and display technologies progress further, but the existing techniques may
become a bottleneck in the effective utilization of the available information flow.

To efficiently use them, most computer applications require more and more interaction.
For that reason, human-computer interaction (HCI) has been a lively field of research in the
last few years. Firstly based in the past on punched cards, reserved to experts, the interac-
tion has evolved to the graphical interface paradigm. The interaction consists of the direct
manipulation of graphic objects such as icons and windows using a pointing device. Even if
the invention of keyboard and mouse is a great progress, there are still situations in which
these devices are incompatible for HCI. This is particularly the case for the interaction with
3D objects. The 2 degrees of freedom (DOFs) of the mouse cannot properly emulate the 3
dimensions of space. The use of hand gestures provides an attractive and natural alternative to
these cumbersome interface devices for human computer interaction. Using hands as a device
can help people communicate with computers in a more intuitive way. When we interact with
other people, our hand movements play an important role and the information they convey is
very rich in many ways. We use our hands for pointing at a person or at an object, conveying
information about space, shape and temporal characteristics. We constantly use our hands
to interact with objects: move them, modify them, and transform them. In the same uncon-
scious way, we gesticulate while speaking to communicate ideas (‘stop’, ‘come closer’, ‘no’,
etc). Hand movements are thus a mean of non-verbal communication, ranging from simple
actions (pointing at objects for example) to more complex ones (such as expressing feelings
or communicating with others). In this sense, gestures are not only an ornament of spoken
language, but are essential components of the language generation process itself. A gesture
can be defined as a physical movement of the hands, arms, face and body with the intent to
convey information or meaning (Mitra and Acharya 2007).

In particular, recognizing hand gestures for interaction can help in achieving the ease and
naturalness desired for human computer interaction. Users generally use hand gestures for
expression of their feelings and notifications of their thoughts. Researcher Karam (2006)
in his work reported that hand has been widely used in comparison to other body parts for
gesturing as it is a natural form of medium for communication between human to human
hence can best suited for human computer interaction also as shown in Fig. 1.

The interest in this area has led to a large body of research which has been digested in a
number of surveys directly or indirectly related to gesture recognition. Table 1 shows some
of the important surveys and articles presented in the area of gesture recognition.

The following comprehensive analysis of the surveys and articles published earlier related
to hand gesture recognition could be used for the design, development and implementation of
evolved, robust efficient and accurate hand gesture recognition systems for human computer
interaction. The key issues addressed in the research articles could in many ways help the
researchers in identifying the arid regions of the said area and tapping these arid regions
towards advances in more user friendly human computer interaction systems. The remainder
of this paper is organized as follows:

Section 2 provides an overview of the enabling technologies available hand gesture recog-
nition.
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Vision based hand gesture recognition for human computer interaction 3

Fig. 1 The graph shows the different body parts or objects identified in the literature employed for gesturing
(Karam 2006)

Section 3 discusses taxonomies and representations techniques available in literature
related to hand gestures.
Section 4 presents the vision based recognition techniques available for recognizing hand
gestures.
Section 5 shows the different application domain which uses hand gestures for interaction
in different environment.
Section 6 provides comparative analysis between vision based gesture recognition com-
mercial products and software.
Section 7 discusses the software platform/ frameworks used for implementing gesture
recognition techniques.
Section 8 presents the state of the art and discussion related to vision based hand gesture
recognition techniques.
Section 9 provides a brief analysis and future perspectives for vision based hand gesture
recognition HCI.
Section 10 finally summarizes the survey.

2 Enabling technologies for hand gesture recognition

Gesture recognition the term collectively refers to the whole process of tracking human ges-
tures to their representation and conversion to semantically meaningful commands. Research
in hand gesture recognition aims to design and development of such systems than can identify
explicit human gestures as input and process these gesture representations for device control
through mapping of commands as output. Creation and implementation of such efficient and
accurate hand gesture recognition systems are aided through two major types of enabling
technologies for human computer interaction namely contact based and vision based devices.
Figure 2 shows the examples of contact and vision based devices.

Contact based devices employed for hand gesture recognition systems are based on phys-
ical interaction of user with the interfacing device i.e. the user needs to be accustomed with
the usage of these devices, hence not adaptable to the naïve users. These devices are usually
based on technologies like data glove, accelerometers, multi-touch screen etc which uses
several detectors. Also there are devices that use only one detector as the accelerometer of
the Nitendoc Wii-Remote. This class of contact based devices for hand gesture recognition
can be further classified as mechanical, haptics, ultrasonic, inertial and magnetic (Kanniche
2009).
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Table 1 Analysis of some comprehensive surveys and articles

Ref. Year Scope of analysis Key findings

Pavlovic et al. (1997) 1997 Covers review of more than
100 papers related to visual
interpretation of hand
gestures in context to HCI.
Method used for modeling,
analyzing and recognizing
gestures are discussed in
detail

Suggests integration of hand
gestures with gaze, speech
and other naturally related
modes of communication in
multimodal interface for
raising these limitations
toward gestural HCI

Wu and Huang (1999a) 1999 A survey on vision based
gesture recognition
approaches. Focuses on
different recognition
techniques which comprises
of recognition done by
modeling the dynamics,
modeling the semantics,
HMM framework etc

Laid emphasis on the
complexity of gesture for
which efforts in computer
vision, machine learning
and psycholinguistics will
be needed. Static hand
posture recognition
techniques try to achieve
rotation invariant and
view-independent
recognition which needs to
be more investigated detail

Moeslund and Granum (2001) 2001 Comprehensive review of 130
papers discussing
initialization, tracking, pose
estimation and recognition
of a motion capture system.
Performance characteristics
related to system
functionality and modern
advancements in each of
these fields are
comprehensively evaluated

Problems predominant
throughout the domain such
as the lack of training data,
the large amount of time
required for gesture
capture, lack of invariance
and robustness are explored
and possible solutions such
as the employment of a
approach similar to speech
recognition, abstracting the
motion layer have to be
investigated in detail

Derpanis (2004) 2004 Paper reviews the vision
based hand gestures for
human computer
interaction. Detailed
discussion on the feature
set, the classification
method and the underlying
representation of gesture set
has been done

Research in the areas of
feature extraction,
classification methods and
gesture representation are
needed to be performed in
order to acquire the ultimate
goal of humans interfacing
with human machines on
their natural terms

Chaudhary et al. (2011) 2007 Comprehensive survey on
gesture recognition
techniques particularly
focusing on hand and facial
movements. Hidden
markov models, particle
filtering and condensation,
finite-state machines,
optical flow, skin color and
connectionist models
discussed in detail

The need for different
recognition algorithms
depending on the size of the
dataset and the gesture
performed is identified and
various combinations can
be drawn out in this regard.
From the research it is
notable that any developed
system should be both
flexible and expandable in
order to maximize
efficiency, accuracy and
understandability
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Table 1 continued

Ref. Year Scope of analysis Key findings

Wachs et al. (2011) 2011 Discusses soft computing
based methods like artificial
neural network, fuzzy logic,
genetic algorithms etc in
designing the hand gesture
recognition

Soft computing provides a
way to define things which
are not certain but with an
approximation makes use of
learning models and
training data. It is effective
in getting results where the
exact positions of hand or
fingers are not possible

Corera and Krishnarajah (2011) 2011 Comprehensive article on
vision based hand gesture
application. Focuses on
different challenges present
in vision based gesture
recognition systems and
their related applications

Aside from technical
obstacles like reliability,
speed, and low cost
implementation hand
gesture interaction must
also address intuitiveness
and gesture spotting. Two
handed dynamic hand
gesture interaction is
promising area for future
research

Kanniche (2009) 2012 Survey on tools and
techniques used for
capturing hand gesture
movements. Discusses on
logical issues and design
consideration for gesture
recognition system

It suggests that the way
forward is through
modularization, scalability
and essentially
decentralizing the entire
approach from gesture
capture to recognition

Fig. 2 a CyberGlove II (Kevin et al. 2004), b SoftKinetic HD camera (SoftKinetic 2012)

Mechanically primed devices are set of equipments to be used by the end user for human
computer interaction like “IGS-190” a body suite that captures body gestures, “CyberGlove
II” a wireless instrumented glove used for hand gesture recognition (Kevin et al. 2004) as
shown in Fig. 2a. Cybergloves and magnetic trackers are also used for trajectory modeling for
hand gesture recognition. Haptics primed devices are very commonly used in our daily life
based on sense of touch with hardware for human computer interface i.e. multi touch screen
devices like Apple iPhone, tablet PC and other devices with multi touch gestural interactions
using HMM (Webel et al. 2008).

Ultra-sonic based motion trackers are composed sonic emitters that emit ultrasound, sonic
discs that reflect ultrasound and multiple sensors that time the return pulse. The position
and orientation of gestures are computed based on propagation, reflection, speed of time
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and triangulation, respectively (Kanniche 2009). Low resolution and lack of precision are
pertained to this set of devices but their applicability to environments having lack of illu-
mination and presence of magnetic obstacles or noise make them usually favored. Inertial
primed devices work on the basis of variations of earth’s magnetic field for detecting motion.
Schlomer et al. (2008) proposed gesture recognition using Wii-controller employing HMM
independent of the target system. Bourke et al. (2007) proposed recognition systems to detect
the normal gestures which are used in our daily activities using accelerometer. Noury et al.
(2003) proposed system for multimodal intuitive media browsing in which the user can
learn personalized gestures. Variations of artificial magnetic field for motion detection are
measured using magnetic primed devices.

Restrained by the dependence on experienced users the contact based devices do not
provide much acceptability, hence vision based devices have been employed for capturing
the inputs for hand gesture recognition in human computer interaction. This set of devices
relies on captured video sequence by one or several cameras for interpreting and analyzing
the motion (Mitra and Acharya 2007). Vision based also uses hand markers for detection of
human hand motion and gestures. The hand markers can be further classified as reflective
markers which are passive in nature and shines as strobes hit it whereas LED light are active
in nature and flashes in sequence. In these systems each camera delivers marker position
from its view with a 2D frame which lightens with either strobe lights or normal lights.
A preprocessing step is further executed for interpreting the views and positions into a 3D
space.

The main challenge of vision-based hand gesture recognition is to cope with the large vari-
ety of gestures. Recognizing gestures involve handling a considerable number of degrees of
freedom (DoF), huge variability of the 2D appearance depending on the camera view point
(even for the same gesture), different silhouette scales (i.e. spatial resolution) and many
resolutions for the temporal dimension (i.e. variability of the gesture speed). Moreover, it
need also to balance the accuracy-performance-usefulness trade-off according to the type
of application, the cost of the solution and several criteria’s such as real-time performance,
robustness, scalability and user-independence.

In real-time process the system must be able to analyze the image at the frame rate of the
input video to give the user instant feedback of the recognized hand gesture. Robustness plays
an important role in recognizing different hand gestures successfully under different lighting
conditions and cluttered backgrounds. The system should also be robust against in-plane and
out-of-plane image rotations. Scalability helps in handling a large gesture vocabulary which
can be included with a small number of primitives. This makes the composition of different
gesture commands easily controlled by the user. User-independence creates the environment
where the system can be handled by different users rather than specific user and should further
recognize gestures performed by humans of different sizes and colors.

The above mentioned enabling technology for hand gesture recognition has their advanta-
ges and disadvantages. As the contact based can be uncomfortable for user since they require
physical contact with the user, still having a verge over the accuracy of recognition and less
complexity of implementation goes in favor of these devices. Vision based devices though is
user friendly but suffer from configuration complexity and occlusion problems. Some of the
major merits and demerits of both enabling technologies has been summarized in Table 2.

The main disadvantage of contact based devices is the health hazards (Schultz et al. 2003),
which are caused by its devices like mechanical sensor material which raises symptoms of
allergy, magnetic devices which raises risk of cancer etc (Nishikawa et al. 2003). Whereas
vision based devices have initial challenge of complex configuration and implementations
but are more user friendly and hence more privileged for usage in long run. Reckoning the
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Table 2 Comparison between
contact-devices and
vision-devices

Criterion Contact-devices Vision-devices

User cooperation Yes No

User intrusive Yes No

Precise Yes/No No/Yes

Flexible to configure Yes No

Flexible to use No Yes

Occlusion problem No (Yes) Yes

Health issues Yes (No) No

above facts about the two streams of enabling technologies this paper focuses on vision based
enabling technologies for hand gesture recognition in its further sections.

3 Vision based hand gesture taxonomies and representations

Psychological aspects of gestures based on hand gesture taxonomies and representations are
also an important aspect of hand gesture recognition systems. Varying from person to person
several hand gesture taxonomies have been proposed in the literature. Gesture acts a medium
of communication for non vocal communication in conjunction with or without verbal com-
munication is intended to express meaningful commands. These gestures may be articulated
with any of the body parts or with combination of one or many of them. Gestures being major
constituent of human communication may serve as an important means for human computer
interaction too. Though the significance and meaning associated with different gestures differ
very much with cultures having less or invariable or universal meaning for single gesture. For
instance different gestures are used for greeting at different geographical separations of the
world. For example pointing an extended finger is a common gesture in USA & Europe but
it is taken to be as a rude and offensive gesture in Asia. Hence the semantic interpretation of
gestures depends strictly on given culture. Theoretically the literature classifies hand gestures
into two type’s static and dynamic gestures. Static hand gestures are defined as orientation
and position of hand in the space during an amount of time without any movement and if a
movement is there in the aforementioned time duration it is called dynamic gesture. Dynamic
hand gestures include gestures involving body parts like waving of hand while static hand
gestures include single formation without movement like jamming the thumb and forefinger
to form the “ok” symbol is a static pose which represents static gesture.

Dynamic hand gestures done intentionally for communication are called conscious
dynamic gestures, whereas unintentionally (unawareness) done gesture carried out during
causal physical activity is known as unconscious dynamic gesture. Figure 3 shows the taxon-
omy of hand gesture categories. According to research (Hall 1973) 35 % of human communi-
cation consists of verbal communication and 65 % is non verbal gesture based communication.
Gesture Ottenheimer (2005) can be categorized into five types i.e. emblems, affect displays,
regulators, adaptors and illustrators.

Emblematic gestures also referred as emblem or quotable gestures are direct translation
of short verbal communication like waving hand for good bye or nodding for assurance. The
quotable gestures are specifically culture specific. Gestures conveying emotion or intensions
are called affect displays.
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Fig. 3 Vision based hand gesture taxonomies (Kanniche 2009)

The affect displays are generally universal less dependent on culture. Gestures control-
ling interaction are called regulators. Gestures like headshaking, quickly moving one’s leg
that enables the release of body tension are called adaptors. Adaptors are generally habit of
communicators that are not used intentionally during a communication. Illustrator gestures
emphasize the key point in speech to depict the communications pronouncing statements.
Being emphasized by the communicators pronouncing statements these gestures are inher-
ently dependent on communicators thought process and speech. These gesticulations could
further be categorized into five sub category namely beats, deictic gestures, iconic gestures,
metaphoric gestures and cohesive gestures (McNeill 1992).

• Beats are short and quick, rhythmics and after repetitive gestures.
• Concrete pointing to real location object or person and abstract pointing to abstract loca-

tion or period of time are called deictic gestures.
• Hand movements depicting figural representation or actions for example moving hand

upward with wiggling gingers to depict tree climbing are called iconic gestures.
• Abstractions are depicted by metaphoric gestures.
• Thematically related but temporally separated gestures are called cohesive gestures. The

temporal separation of these thematically related gestures is due to interruption of current
communicator by any other communicator.

Vision based Hand Gesture Representations: To abstract and model the human body parts
motion several hand gesture representations and models have been proposed and imple-
mented by the researchers. The two major categories of hand gesture representation are 3D
model based methods and appearance based methods as depicted in Fig. 4.

The 3D model based hand gesture recognition has different techniques for gesture rep-
resentation namely 3D textured volumetric, 3D geometric model and 3D skeleton model.
Appearance based hand gesture representation include color based model, silhouette geom-
etry model, deformable gabarit model and motion based model.

The 3D model based hand gesture representation defines 3D spatial description of human
hand for representation with temporal aspect being handled by automation. This automation
divides the temporal characteristics of hand gesture into three phases (McNeill 1992) i.e. the
preparation or prestroke phase, the nucleus or stroke phase and the retraction or poststroke
phase in which every phase corresponds to one or many transitions of spatial states of the
3D human model. One or many cameras focus on the real target and compute parameters
spatially matching the real target and then follow its motion during the recognition process
in 3D model. Thus the 3D model has an advantage that it updates the model parameters
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Gesture Representation 

3D Model based Appearance based 

3D Textured 
Volumetric

3D Geometric 
Model  

3D Skeleton 
Model  

Color based 
Model  

Silhouette 
Geometry Model 

Deformable 
Gabarit Model  

Motion based 
Model  

Fig. 4 Vision based hand gesture representations (Bourke et al. 2007)

while checking the matches of transition in temporal model, leading to precise hand gesture
recognition and representation, though making it computationally intensive with requirement
of dedicated hardware. There are also many methods (Boulay 2007) that combine silhouette
extraction with 3D model projection fitting by finding target self oriented. Generally three
kinds of model are generally used.

• 3D textured kinematic/volumetric model contains very high details of human body skel-
eton and skin surface information.

• 3D geometric models are less precise than 3D textures kinematic/volumetric models with
respect to skin information but contains essential skeleton information.

Appearance based hand gesture representation methods are though broadly classified into
two major subcategories i.e. 2D static model based methods and motion based methods, each
sub category is having further variants. The commonly used 2D models include:

• Color based model uses body markers to track the motion of body or body part. As
Bretzner et al. (2002) proposed hand gesture recognition employing multi-scale color
features, hierarchal models and particle filtering.

• Silhouette geometry based models include several geometric properties of the silhouette
such as perimeter, convexity, surface, bounding box/ellipse, elongation, rectangularity,
centroid and orientation. The geometric properties of the bounding box of the hand skin
were used to recognize hand gestures (Birdal and Hassanpour 2008).

• Deformable gabarit based models: they are generally based on deformable active contours
(i.e. snake parameterized with motion and their variants. Ju et al. (1997) used snakes for
the analysis of gestures and actions in technical talks for video indexing.

• Motion based models are used for recognition of an object or its motion based on the
motion of object in an image sequence. Local motion histogram was introduced by Luo
et al. (2008) which uses an Adaboost framework for learning action models.

4 Vision based hand gesture recognition techniques

Most of the complete hand interactive mechanisms that act as a building block for vision
based hand gesture recognition system are comprised of three fundamental phases: detec-
tion, tracking and recognition. This section of the research survey discusses some of the
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Fig. 5 Vision based hand gesture recognition techniques

prominent vision based hand gesture recognition techniques used by most of the research-
ers by categorizing under the three verticals representing the three fundamental phases of
detection tracking and recognition as shown in Fig. 5.

4.1 Detection

The primary step in hand gesture recognition systems is the detection of hands and the seg-
mentation of the corresponding image regions. This segmentation is crucial because it isolates
the task-relevant data from the image background, before passing them to the subsequent
tracking and recognition stages. A large number of methods have been proposed in the litera-
ture that utilize a several types of visual features and, in many cases, their combination. Such
features are skin color, shape, motion and anatomical models of hands. In Cote et al. (2006),
Zabulis et al. (2009), a comparative study on the performance of some hand segmentation
techniques can be found.

4.1.1 Color

Skin color segmentation has been utilized by several approaches for hand detection. A major
decision towards providing a model of skin color is the selection of the color space to be
employed. Several color spaces have been proposed including RGB, normalized RGB, HSV,
YCrCb, YUV, etc. Color spaces efficiently separating the chromaticity from the luminance
components of color are typically considered preferable. This is due to the fact that by
employing chromaticity-dependent components of color only, some degree of robustness to
illumination changes can be achieved. Terrillon et al. (2000) review different skin chroma-
ticity models and evaluate their performance. To increase invariance against illumination
variability some methods (Bradski 1998; Kampmann 1998; Francois and Medioni 1999;
Kurata et al. 2001) operate in the HSV (Saxe and Foulds 1996), YCrCb (Chai and Ngan
1998), or YUV (Yang et al. 1998a) colorspaces, in order to approximate the “chromaticity”
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of skin rather than its apparent color value. They typically eliminate the luminance com-
ponent, to remove the effect of shadows, illumination changes, as well as modulations of
orientation of the skin surface relative to the light source(s). The remaining 2D color vector
is nearly constant for skin regions and a 2D histogram of the pixels from a region containing
skin shows a strong peak at the skin color.

The perceived color of human skin varies greatly across human races or even between
individuals of the same race. Additional variability may be introduced due to changing illumi-
nation conditions and/or camera characteristics. Therefore, color-based approaches to hand
detection need to employ some means for compensating for this variability. In Yang and
Ahuja (1998), Sigal et al. (2004), an invariant representation of skin color against changes in
illumination is pursued, but still with not conclusive results. In Yang et al. (1998b), an adapta-
tion technique estimates the new parameters for the mean and covariance of the multivariate
Gaussian skin color distribution, based on a linear combination of previous parameters.
However, most of these methods are still sensitive to quickly changing or mixed lighting
conditions.

In general, color segmentation can be confused by background objects that have a color
distribution similar to human skin. A way to cope with this problem is based on background
subtraction (Rehg and Kanade 1994). However, background subtraction is typically based
on the assumption that the camera system does not move with respect to a static background.
To solve this problem, some research (Utsumi and Ohya 1998; Blake et al. 1999), has looked
into the dynamic correction of background models and/or background compensation meth-
ods.

4.1.2 Shape

The characteristic shape of hands has been utilized to detect them in images in multiple
ways. Much information can be obtained by just extracting the contours of objects in the
image. If correctly detected, the contour represents the shape of the hand and is therefore
not directly dependent on viewpoint, skin color and illumination. On the other hand, the
expressive power of 2D shape can be hindered by occlusions or degenerate viewpoints. In
the general case, contour extraction that is based on edge detection results in a large num-
ber of edges that belong to the hands but also to irrelevant background objects. Therefore,
sophisticated post-processing approaches are required to increase the reliability of such an
approach. In this spirit, edges are often combined with skin color and background subtraction
motion cues.

Local topological descriptors have been used to match a model with the edges in the
image. In Belongie et al. (2002), the shape context descriptor is proposed, which character-
izes a particular point location on the shape. This descriptor is the histogram of the relative
polar coordinates of all other points. Detection is based on the assumption that correspond-
ing points on two different shapes will ideally have a similar shape context. In Song and
Takatsuka (2005), the fingertip of the user was detected in both images of a calibrated stereo
pair. In these images, the two points at which this tip appears establish a stereo correspon-
dence, which is utilized to estimate the fingertip’s position is 3D space. In turn, this position
is utilized by the system to estimate the distance of the finger from the desk and, therefore,
determine if the user is touching it. In Argyros and Lourakis (2006), stereoscopic informa-
tion is used to provide 3D positions of hand centroids and fingertips but also to reconstruct
the 3D contour of detected and tracked hands in real time. In Yin and Xie (2003) stereo
correspondences of multiple fingertips have been utilized to calibrate a stereo pair. The
main disadvantage in the use of fingertips as features is that they can be occluded by the
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rest of the hand. A solution to this occlusion problem involves the use of multiple cameras
(Rehg and Kanade 1994; Lee and Kunii 1995). Other solutions are based on the estimation
of the occluded fingertip positions, based on the knowledge of the 3D model of the gesture
in question (Shimada et al. 1998; Wu et al. 2001; Wu and Huang 1999b; Rehg and Kanade
1995). Approach in Segen and Kumar (1999), utilizes as input hand images against a homo-
geneous and planar background. The illumination is such that the hand’s shadow is cast
on the background plane. By corresponding high-curvature features of the hand’s silhouette
and the shadows, depth cues such as vanishing points are extracted and the hand’s pose is
estimated.

4.1.3 Pixel values

Significant work has been carried out on finding hands in grey level images based on their
appearance and texture. In Wu and Huang (2000), the suitability of a number of classifica-
tion methods for the purpose of view-independent hand posture recognition was investigated.
Several methods (Cui et al. 1995; Cui and Weng 1996; Triesch and Malsburg 1996; Triesch
and Von der Malsburg 1998) attempt to detect hands based on hand appearances, by training
classifiers on a set of image samples. The basic assumption is that hand appearance differs
more among hand gestures than it differs among different people performing the same ges-
ture. Still, automatic feature selection constitutes a major difficulty. More recently, methods
based on a machine learning approach called boosting have demonstrated very robust results
in face and hand detection. Due to these results, they are reviewed in more detail below.
Boosting is a general method that can be used for improving the accuracy of a given learning
algorithm (Schapire 2002). It is based on the principle that a highly accurate or “strong” clas-
sifier can be derived through the linear combination of many relatively inaccurate or\weak”
classifiers. In general, an individual weak classifier is required to perform only slightly better
than random. As proposed in Viola and Jones (2001) for the problem of hand detection, a
weak classifier might be a simple detector based on basic image block differences efficiently
calculated using an integral image.

The AdaBoost algorithm (Freund and Schapire 1997) provides a learning method for
finding suit-able collections of weak classifiers. For training, it employs an exponential loss
function that models the upper bound of the training error. The method utilizes a training set
of images that consists of positive and negative examples (hands and non-hands, in this case),
which are associated with corresponding labels. Weak classifiers are added sequentially into
an existing set of already selected weak classifiers in order to decrease the upper bound of
the training error. It is known that this is possible if weak classifiers are of a particular form
(Friedman et al. 2000). However, this method may result in an excessive number of weak
classifiers. The problem is that AdaBoost does not consider the removal of selected weak
classifiers that no longer contribute to the detection process. The FloatBoost algorithm pro-
posed in Li and Zhang (2004) extends the original AdaBoost algorithm, in that it removes
an existing weak classifier from a strong classifier if it no longer contributes to the decrease
of the training error. In the same context, the final detector can be divided into a cascade of
strong classifier layers (Viola and Jones 2001).

4.1.4 3D model

A category of approaches utilize 3D hand models for the detection of hands in images. One
of the advantages of these methods is that they can achieve view- independent detection.
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The employed 3D models should have enough degrees of freedom to adapt to the dimen-
sions of the hand(s) present in an image. Different models require different image features
to construct feature-model correspondences. Point and line features are employed in kine-
matic hand models to recover angles formed at the joints of the hand (Rehg and Kanade
1995; Shimada et al. 1998; Wu and Huang 1999b; Wu et al. 2001). Hand postures are then
estimated provided that the correspondences between the 3D model and the observed image
features are well established. Various 3D hand models have been proposed in the literature.
Some approaches (Lee and Kunii 1995; Heap and Hogg 1996) utilize a deformable model
framework to fit a 3D model of the hand to image data. The fitting is guided by forces that
attract the model to the image edges, balanced by other forces that tend to preserve continuity
and evenness among surface points. In Lee and Kunii (1995), the process is enhanced with
anatomical data of the human hand that are incorporated into the model. Also, to fit the hand
model to an image of a real hand, characteristic points on the hand are identified in the images,
and virtual springs are implied which pull these characteristic points to goal positions on the
hand model.

4.1.5 Motion

Motion is a cue utilized by a few approaches to hand detection. The reason is that motion-
based hand detection demands for a very controlled setup, since it assumes that the only
motion in the image is due to hand movement. Indeed, early works (e.g. Cui and Weng 1996;
Freeman and Weissman 1995) assumed that hand motion is the only motion occurring in
the imaged environment. In more recent approaches, motion information is combined with
additional visual cues. In the case of static cameras, the problem of motion estimation reduces
to that of background maintenance and subsequent subtraction. For example in Cutler and
Turk (1998), Martin et al. (1998) such information is utilized to distinguish hands from
other skin-colored objects and cope with lighting conditions imposed by colored lights. The
difference in luminance of pixels from two successive images is close to zero for pixels
of the background. By choosing and maintaining an appropriate threshold, moving objects
are detected within a static scene. In Yuan et al. (1995), a novel feature, based on motion
residue, is proposed. Hands typically undergo non-rigid motion, because they are articulated
objects. Consequently, hand detection capitalizes on the observation that for hands, inter-
frame appearance changes are more frequent than for other objects such as clothes, face, and
background.

4.2 Tracking

If the detection method is fast enough to operate at image acquisition frame rate, it can be
used for tracking as well. However, tracking hands is notoriously difficult since they can
move very fast and their appearance can change vastly within a few frames. Tracking can
be defined as the frame-to-frame correspondence of the segmented hand regions or features
towards understanding the observed hand movements. The importance of robust tracking
is twofold. First, it provides the inter-frame linking of hand/finger appearances, giving rise
to trajectories of features in time. These trajectories convey essential information regarding
the gesture and might be used either in a raw form (e.g. in certain control applications like
virtual drawing the tracked hand trajectory directly guides the drawing operation) or after
further analysis (e.g. recognition of a certain type of hand gesture). Second, in model-based
methods, tracking also provides a way to maintain estimates of model parameters variables
and features that are not directly observable at a certain moment in time.
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4.2.1 Template based

This class of methods exhibits great similarity to methods for hand detection. Members of
this class invoke the hand detector at the spatial vicinity that the hand was detected in the
previous frame, so as to drastically restrict the image search space. The implicit assumption
for this method to succeed is that images are acquired frequently enough.

Correlation-based feature tracking: In Crowley et al. (1995) correlation-based template
matching is utilized to track hand features across frames. Once the hand(s) have been detected
in a frame, the image regions in which they appear is utilized as the prototype to detect the
hand in the next frame. Again, the assumption is that hands will appear in the same spatial
neighborhood. This technique is employed for a static camera in Darrell et al. (1996), to
obtain characteristic patterns or signatures of gestures, as seen from a particular view. The
work in Darrell et al. (1996) deals also with variable illumination. A target is viewed under
various lighting conditions. Then, a set of basis images that can be used to approximate
the appearance of the object viewed under various illumination conditions is constructed.
Tracking simultaneously solves for the affine motion of the object and the illumination.

Real-time performance is achieved by pre-computing “motion templates” which are the
product of the spatial derivatives of the reference image to be tracked and a set of motion
fields. Some approaches detect hands as image blobs in each frame and temporally corre-
spond blobs that occur in proximate locations across frames. Approaches that utilize this type
of blob tracking are mainly the ones that detect hands based on skin color, the blob being
the correspondingly segmented image region (e.g. Birk et al. 1997; Argyros and Lourakis
2004a). Blob-based approaches are able to retain tracking of hands even when there are great
variations from frame to frame.

Contour based tracking: Deformable contours or “snakes” have been utilized to track
hand regions in successive image frames (Cootes and Taylor 1992). Typically, the boundary
of this region is determined by intensity or color gradient. Nevertheless, other types of image
features (e.g. texture) can be considered. The technique is initialized by placing a contour
near the region of interest. The contour is then iteratively deformed towards nearby edges
to better fit the actual hand region. This deformation is performed through the optimization
of energy functional that sums up the gradient at the locations of the snake while, at the
same time, favoring the smoothness of the contour. When snakes are used for tracking, an
active shape model is applied to each frame and the convergence of the snake in that frame
is used as a starting point for the next frame. Snakes allow for real-time tracking and can
handle multiple targets as well as complex hand postures. They exhibit better performance
when there is sufficient contrast between the background and the object (Cootes et al. 1995).
On the contrary, their performance is compromised in cluttered backgrounds. The reason is
that the snake algorithm is sensitive to local optima of the energy function, often due to ill
foreground/background separation or large object displacements and/or shape deformations
between successive images.

4.2.2 Optimal estimation

Feature tracking has been extensively studied in computer vision. In this context, the opti-
mal estimation framework provided by the Kalman filter (Kalman 1960) has been widely
employed in turning observations (feature detection) into estimations (extracted trajectory).
The reasons for its popularity are real-time performance, treatment of uncertainty, and the
provision of predictions for the successive frames. In Argyros and Lourakis (2004b), the
target is retained against cases where hands occlude each other, or appear as a single blob in
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the image, based on a hypothesis formulation and validation/rejection scheme. The problem
of multiple blob tracking was investigated in Argyros and Lourakis (2004a), where blob
tracking is performed in both images of a stereo pair and blobs are corresponded, not only
across frames, but also across cameras. The obtained stereo information not only provides the
3D locations of the hands, but also facilitates the potential motion of the observing stereo pair
which could be thus mounted on a robot that follows the user. In Utsumi and Ohya (1999),
hands are tracked from multiple cameras, with a Kalman filter in each image, to estimate the
3D hand postures. Snakes integrated with the Kalman filtering framework have been used
for tracking hands (Terzopoulos and Szeliski 1992). Robustness against background clutter
is achieved in Peterfreund (1999), where the conventional image gradient is combined with
optical flow to separate the foreground from the background.

4.2.3 Particle filtering

Particle filters have been utilized to track the position of hands and the configuration of fin-
gers in dense visual clutter. In this approach, the belief of the system regarding the location
of a hand is modeled with a set of particles. The approach exhibits advantages over Kalman
filtering, because it is not limited by the unimodal nature of Gaussian densities that cannot
represent simultaneous alternative hypotheses. A disadvantage of particle filters is that for
complex models such as the human hand many particles are required, a fact which makes the
problem intractable especially for high-dimensional models. Therefore, other assumptions
are often utilized to reduce the number of particles. For example in Isard and Blake (1998),
dimensionality is reduced by modeling commonly known constraints due to the anatomy of
the hand.

The CONDENSATION algorithm (Isard and Blake 1998) which has been used to learn to
track curves against cluttered backgrounds, exhibits better performance than Kalman filters,
and operates in real-time. It uses “factored sampling”, previously applied to the interpretation
of static images, in which the probability distribution of possible interpretations is represented
by a randomly generated set. Condensation uses learned dynamical models, together with
visual observations, to propagate this random set over time. The result is highly robust tracking
of agile motion. In Laptev and Lindeberg (2001), the state space is limited to 2D translation,
planar rotation, scaling and the number of outstretched fingers. Extending the CONDENSA-
TION algorithm the work in Mammen et al. (2001), detects occlusions with some uncertainty.
In Perez et al. (2002), the same algorithm is integrated with color information; the approach is
based on the principle of color histogram distance, but within a probabilistic framework, the
work in introduces a new Monte Carlo tracking technique. In general, contour tracking tech-
niques, typically, allow only a small subset of possible movements to maintain continuous
deformation of contours.

4.2.4 CamShift

This algorithm is based on the principle of mean shift algorithm. Mean-shift is a kernel-
based tracking method which uses density-based appearance models to represent targets. The
method tracks targets by finding the most similar distribution pattern in a frame sequences
with its sample pattern by iterative searching. It has been widely used because of its relative
simplicity and low computational cost, but mean-shift would fail in changing the track win-
dow‘s scale, as targets move toward or away from the camera (Yilmaz et al. 2006; Bradski
and Kaehler 2008). Based on mean-shift, continuous adaptive mean-shift (CamShift) was
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proposed to overcome the problem. CamShift adaptively adjusts the track window‘s size and
the distribution pattern of targets during tracking. CamShift algorithm can be used to track
the distribution of any kind of feature that represents the target in a lightweight, robust and
efficient way (Bradski and Kaehler 2008). Most researchers though, use color data to repre-
sent targets for CamShift (Yin et al. 2009), this would give a low complexity and practical
performance to the method. While CamShift performs well with objects that have a sim-
ple and constant appearance, it is not robust in more complex scenes. For example, when
background has similar color distribution with a target, or when a target moves in front of
different color background objects, the tracker is very likely to fail. In another case, when the
initial search window contains some parts of the background, due to poor object detection,
it would normally cause the CamShift‘s search window to drift and diverge. The problem of
search window drift is inherent to many probability-based trackers, since these techniques
only track the peak of a probability distribution and not the composition of probabilities.
Several approaches combine other simple tracking methods with CamShift to improve the
tracking performance, the approaches proposed in Xiangyu and Xiujuan (2010), Huang and
Hong (2011) for example, combine CamShift algorithm with Kalman filter. In Xiangyu and
Xiujuan (2010), the possible positions of a target are predicted by Kalman filter, and then
CamShift is used to search and match the target in the predicted areas.

4.3 Recognition

The overall goal of hand gesture recognition is the interpretation of the semantics that the
hand(s) location, posture, or gesture conveys. Vision based hand gesture recognition tech-
niques can be further classified under static and dynamic gestures. To detect static gestures
(i.e. postures), a general classifier or a template-matcher can be used. However, dynamic
hand gestures have a temporal aspect and require techniques that handle this dimension like
Hidden Markov Models (HMM) unless the temporal dimension is modeled through the hand
gesture representation (e.g. motion based model). The static hand gestures are further classi-
fied into linear learner and non-linear learner. The former is suited for linearly separable data
and the latter for the other cases. Another way to categorize learning algorithms is to consider
their outcome. Thus, it distinguishes supervised learning (i.e. matching samples to labels),
unsupervised learning (i.e. only sample clusters without labels), semi-supervised learning
(i.e. mix of labelled and un-labelled data), reinforcement learning (i.e. learns policies given
observations, transduction (i.e. supervised learning with prediction, (Li and Wechsler 2005)
and learning to learn (i.e. learns his own inductive bias based on previous experience (Baxter
2000). The choice of the learning algorithm depends mainly on the chosen hand gesture rep-
resentation. For example, Ren and Zhang (2009a) propose to recognize static hand gestures
by learning the contour line’s Fourier descriptor of a segmentation image obtained by mean
shift algorithm.

With learning algorithms, automata-based methods are the most common approaches
detailed in the literature. For instance, FSMs, HMMs, PNF (i.e. Past-Now-Future network)
are sort of automaton with a set of states and a set of transitions. The states represent static
hand gestures (i.e. postures) and transitions represent allowed changes with temporal and/or
probabilistic constraints. A dynamic hand gesture is then considered as a path between an
initial state and a final state. Lee and Kim (1999) propose an approach for gesture recognition
using HMM based threshold. Lu and Little (2006) present a method for recognizing human
gestures using PCA-HOG global descriptor. The main limitation of the approaches based
on automata is that the gesture model must be modified when a new gesture needs to be
recognized. Moreover, the computational complexity of such approaches is generally huge
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since it is proportional to the number of gestures to be recognized which is not the case for
methods based on other techniques. Some of the common techniques used for static and
dynamic hand gesture recognition are as follows:

4.3.1 K-means

The k-means problem is to determine k points called centers so as to minimize the cluster-
ing error, defined as the sum of the distances of all data points to their respective cluster
centers. This classification finds statistically similar groups in multi-spectral space (Francois
and Medioni 1999; Lu and Little 2006). The algorithm starts by randomly locating k clusters
in spectral space. Each pixel in the input image group is then assigned to the nearest cluster
centre and the cluster centre locations are moved to the average of their class values. This
process is then repeated until a stopping condition is met. The stopping condition may either
be a maximum number of iterations (specified by the user) or a tolerance threshold which
designates the smallest possible distance to move cluster centres before stopping the iterative
process. The most commonly used algorithm for solving this problem is the Lloyd’s k-means
algorithm (Lloyd 1982; Kanungo et al. 2002) which iteratively assigns the patterns to clusters
and computes the cluster centers.

MacQueens k-means algorithm (MacQueen 1967) is a two-pass variant of the Lloyd’s
k-means algorithm: choose the first k patterns as the initial k centers and the assign each of
the remaining N–k patterns to the cluster whose center is closest. Calculate the new centers
of the clusters obtained. Assign each of the N patterns to one of the k clusters obtained in
step 1 based on its distance from the cluster centers and recompute the centers.

4.3.2 K-nearest neighbor

It is a method for classifying objects based on closest training examples in the feature space.
k-NN is a type of instance-based learning, or lazy learning where the function is only approx-
imated locally and all computations are deferred until classification (Thirumuruganathan
2010). An object is classified by a majority vote of its neighbors, with the object being
assigned to the class most common amongst its k nearest neighbors; k is a positive integer,
typically small. If k = 1, then the object is simply assigned to the class of its nearest neighbor.
In binary (two class) classification problems, it is helpful to choose k to be an odd number
as this avoids tied votes. The same method can be used for regression, by simply assigning
the property value for the object to be the average of the values of its k nearest neighbors.
It can be useful to weight the contributions of the neighbors, so that the nearer neighbors
contribute more to the average than the more distant ones. The neighbors are taken from a set
of objects for which the correct classification (or, in the case of regression, the value of the
property) is known. This can be thought of as the training set for the algorithm, though no
explicit training step is required. In order to identify neighbors, the objects are represented by
position vectors in a multidimensional feature space. It is usual to use the Euclidean distance,
though other distance measures, such as the Manhattan distance could in principle be used
instead. The k-nearest neighbor algorithm is sensitive to the local structure of the data.

4.3.3 Mean shift clustering

It is a nonparametric clustering technique (Derpanis 2005) which does not require prior
knowledge of the number of clusters, and does not constrain the shape of the clusters.
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The main idea behind mean shift is to treat the points in the d-dimensional feature space
as an empirical probability density function where dense regions in the feature space corre-
spond to the local maxima or modes of the underlying distribution. For each data point in the
feature space, one performs a gradient ascent procedure on the local estimated density until
convergence. The stationary points of this procedure represent the modes of the distribution.
Furthermore, the data points associated (at least approximately) with the same stationary
point are considered members of the same cluster.

4.3.4 Support vector machine

SVM is a non-linear classifier (Burges 1998) which is often reported as producing superior
classification results compared to other methods. The idea behind the method is to non-lin-
early map the input data to some high dimensional space, where the data can be linearly
separated, thus providing great classification (or regression) performance. One of the bottle-
necks of the SVM is the large number of support vectors used from the training set to perform
classification (regression) tasks. Given a set of training examples, each marked as belong-
ing to one of two categories, an SVM training algorithm builds a model that assigns new
examples into one category or the other. An SVM model is a representation of the examples
as points in space, mapped so that the examples of the separate categories are divided by a
clear gap that is as wide as possible. New examples are then mapped into that same space
and predicted to belong to a category based on which side of the gap they fall on. In addition
to performing linear classification, SVMs can efficiently perform non-linear classification
using what is called the kernel trick, implicitly mapping their inputs into high-dimensional
feature spaces.

4.3.5 Hidden Markov model

HMM were introduced in the mid 1990s, and quickly became the recognition method of
choice, due to its implicit solution to the segmentation problem. In describing hidden Mar-
kov models (Ramage 2007) it is convenient first to consider Markov chains. Markov chains
are simply finite-state automata in which each state transition arc has an associated prob-
ability value; the probability values of the arcs leaving a single state sum to one. Markov
chains impose the restriction on the finite-state automaton that a state can have only one
transition arc with a given output; a restriction that makes Markov chains deterministic. A
hidden markov model (HMM) can be considered a generalization of a Markov chain without
this Markov chain restriction (Charniak 1993). Since HMMs can have more than one arc with
the same output symbol, they are nondeterministic, and it is impossible to directly determine
the state sequence for a set of inputs simply by looking at the output (hence the “hidden” in
“hidden Markov model”). More formally, a HMM is defined as a set of states of which one
state is the initial state, a set of output symbols, and a set of state transitions. Each state tran-
sition is represented by the state from which the transition starts, the state to which transition
moves, the output symbol generated, and the probability that the transition is taken (Charniak
1993). In the context of hand gesture recognition, each state could represent a set of possible
hand positions. The state transitions represent the probability that a certain hand position
transitions into another; the corresponding output symbol represents a specific posture and
sequences of output symbols represent a hand gesture. One then uses a group of HMMs,
one for each gesture, and runs a sequence of input data through each HMM. The input data,
derived from pixels in a vision-based solution can be represented in many different ways, the
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most common by feature vectors (Staner and Pentland 1995a). The HMM with the highest
forward probability determines the users’ most likely gesture. An HMM can also be used for
hand posture recognition; see Liang and Ouhyoung (1996) for details.

4.3.6 Dynamic time warping

It has long been used to find the optimal alignment of two signals. The DTW algorithm
(Senin 2008) calculates the distance between each possible pair of points out of two signals
in terms of their associated feature values. It uses these distances to calculate a cumulative
distance matrix and finds the least expensive path through this matrix. This path represents
the ideal warp—the synchronization of the two signals which causes the feature distance
between their synchronized points to be minimized. Usually, the signals are normalized and
smoothed before the distances between points are calculated. DTW has been used in various
fields, such as speech recognition, data mining, and movement recognition (Andrea 2001;
Gavrila and Davis 1995). Previous work in the field of DTW mainly focused on speeding up
the algorithm, the complexity of which is quadratic in the length of the series. Examples are
applying constraints to DTW (Eamonn and Pazzani 2001), approximation of the algorithm
(Stan and Philip 2004) and lower bounding techniques (Keogh and Ratanamahatana 2005).
Eamonn and Pazzani (2001) proposed a form of DTW called Derivative DTW (DDTW).
Here, the distances calculated are not between the feature values of the points, but between
their associated first order derivatives. In this way, synchronization is based on shape char-
acteristics (slopes, peaks) rather than simple values. Most work, however, only considered
one-dimensional series.

4.3.7 Time delay neural networks

These are special artificial neural networks which focus on working with continuous data
making the architecture adaptable to online networks hence advantageous to real time appli-
cations. Theoretically, time delay neural networks are also considered as an extension of
multi-layer perceptron. TDNN Sigal et al. (2004), Wohler and Anlauf (1999) is based on
time delays which gives individual neurons the ability to store the history of their input sig-
nals. Therefore the network can adapt to sequence of patterns. Due to the concept of time
delay, each neuron has access not only to present input at time t but also to the inputs at time
t1, t2, . . . , tn. Therefore each neuron can detect relationship between the current and former
input values which might be a typical pattern in the input signal. Also, the network is able to
approximate functions that are derived from time sampled history of input signal. Learning
of typical TDNN can be accomplished by standard back propagation as well as its variants.

4.3.8 Finite state machine

A finite state machine (Holzmann) is one that has a limited or finite number of possible states
(an infinite state machine can be conceived but is not practical). A finite state machine can be
used both as a development tool for approaching and solving problems and as a formal way
of describing the solution for later developers and system maintainers. There are a number
of ways to show state machines, from simple tables through graphically animated illustra-
tions. Usually, the training of the model is done off-line, using many possible examples of
each gesture as training data, and the parameters (criteria or characteristics) of each state in
the FSM are derived. The recognition of hand gestures can be performed online using the
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trained FSM. When input data (feature vectors such as trajectories) are supplied to the gesture
recognizer, the latter decides whether to stay at the current state of the FSM or jump to the
next state based on the parameters of the input data. If it reaches a final state, we say that
a gesture has been recognized. Table 3 provides a comparison between vision based hand
gesture recognition techniques.

5 Application domains

Vision based hand gestures recognition systems since its early days of exploration and
research have found vital applications to a wide range of real life and real time scenarios. The
evolution of human computer interaction has been paced up with the advances in pervasive
computing and real time application scenarios of computing devices. The application domain
are subcategorized under core and advanced applications.

Though the recent or advanced applications of interaction systems are evolved formats
of classical applications of core area to refined ones with latest avenues tapping the arid
environments of applications. This section provides a brief overview of some of the core and
advanced application domains of vision based hand gesture recognition systems. When we
say core applications we are counting the core areas of computing applications that include
information processing and visualization as the premier followed by robotics and sign lan-
guage, virtual reality etc as shown in Fig. 6. While the advanced applications include other
related application domains like tablet PC, games, medicine environment, augmented reality
etc as shown in Fig. 7. Some of the application domains are discussed below.

In desktop applications, hand gestures can offer a substitute interaction medium for mouse
and keyboard (Iannizzotto et al. 2001; Stotts et al. 2004a) as shown in Fig. 8a. Many hand
gestures for desktop computing tasks involve manipulating graphic objects (Bolt and Herranz
1992) or annotating and editing documents using pen-based gestures (Cohen et al. 1997).
Smith and Schraefel (2004) also use pen gestures, where circular motion creates a radial-
scrolling effect for navigating through documents, while some authors (Lenman et al. 2002)
make marking menu selections using stroke gestures. Mouse gestures are also used for var-
ious applications including web browsing tasks (Moyle and Cockburn 2002). But most of
the gestures that are seen in desktop applications employ direct input devices such as a pen
or mouse (Cohen et al. 1997). Similar gestures are commonly used for tablet computers in
specialized applications for air traffic control rooms (Chatty and Lecoanet 1996), adaptive
technology (Ward et al. 2000) and musical score editing (Forsberg et al. 1998). Gestures using
non-direct input devices for desktop computing also include nodding to respond to dialogue
boxes (Davis and Vaks 2001); however most of the applications for desktop domains use the
standard direct-input devices.

Hand gestures for virtual reality applications have experienced one of the greatest levels
of uptake in computing. Virtual reality interactions use gestures to enable realistic manipu-
lations of virtual objects using ones hands, for 3D display interactions (Sharma et al. 1996)
as shown in Fig. 8d or 2D displays that simulate 3D interactions (Gandy et al. 2000). We
identified three sub-categories of virtual reality applications where gestures are primarily
employed: non-immersed interactions, where the users are not represented within the vir-
tual world, semi-immersive interactions, where a user is represented in the virtual world as
an avatar, and fully-immersive interactions where the user interacts from the perspective of
being inside the virtual world. Osawa et al. (2000) used hand gestures to arrange virtual
objects and to navigate around a 3D information space such as a graph, using a stereoscopic
display. These interactions do not require any representations of the user and user performs
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gestures primarily for navigation and manipulation tasks. The hand gestures used to interact
with control robots are similar to fully-immersed virtual reality interactions, however the
worlds are often real, presenting the operator with video feed from cameras located on the
robot (Goza et al. 2004). Here, gestures can control a robots hand and arm movements to
reach for and manipulate actual objects, as well its movement through the world.

Early work on gestures demonstrated how distance interactions for displays or devices
could be enabled within smart room environments. Examples of smart room interactions
use gestures to signal the transfer of data between different devices (Swindells et al. 2002).
As smart room technologies became more sophisticated, so did the notion of using percep-
tual style input to enable gestures to control smart room applications (Crowley and Jolle
Coutaz 2000), which included controlling lights, entertainment units or appliances (Wilson
and Shafer 2003; Nickel and Stiefelhagen 2003) and interactions with large screen displays
(Hardenberg and Berard 2001).
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Fig. 8 Some key application domain for vision based hand gesture recognition. a Desktop computing inter-
action using hand gestures (Lenman et al. 2002). b Augmented reality based interaction using hand gestures
(Radkowski and Stritzke 2012). c A robotic learning using hand gestures (Goza et al. 2004). d Virtual reality
based gaming using hand gestures (Sharma et al. 1996). e Hand gesture for interaction with large screen
displays (Cao and Balakrishnan 2003). f Surgeons interacting with computing devices using hand gestures in
medical environment (Schultz et al. 2003)

Finally, we look at hand gestures for computer games. Freeman et al. (1996) tracked
a player’s hand or body position to control movement and orientation of interactive game
objects such as cars, while Segen and Kumar (1998a) tracked motion to navigate a game
environment. Konrad et al. (2003) used gestures to control the movement of avatars in a
virtual world, Paiva et al. (2002) employed pointing gestures as a virtual-reality game input,
and PlayStation 2 has introduced the Eye Toy, a camera that tracks hand movements for
interactive games (Eyetoy 2003).

Augmented realty applications often user markers, consisting of patterns printed on phys-
ical objects, which can more easily be tracked using computer vision, and that are used for
displaying virtual objects in augmented reality displays as shown in Fig. 8b. Buchmann et al.
(2004) used such markers in combination with bare hand movements to recognize gestures
for selection and manipulation tasks in an AR display.

Hand gestures are also used in computer supported collaborative work (CSCW) applica-
tions to enable multiple users to interact with a shared display, using a variety of computing
devices such as desktop or tabletop displays (Wu and Balakrishnan 2003) or large screen dis-
plays (Cao and Balakrishnan 2003) as shown in Fig. 8e. Notes and annotations can be shared
within groups using strokes either locally or for remote interactions (Stotts et al. 2004b).
Annotations can be transmitted using live video streams, to enable remote collaborations
between students and instructors (Ou et al. 2003).

Hand gestures can enable eyes-free interactions with mobile devices that allow users
to focus their visual attention on their primary task (Schmandt et al. 2002; Lumsden and
Brewster 2003). PDA’s augmented with touch sensitive screens can also interpret finger ges-
tures or strokes as input, and provide audio output to the user to support eyes-free interactions
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with mobile devices. Computer technology is now ubiquitous within automotive design, but
gestures have not yet received a great deal of attention in the research literature. Alpern
and Minardo (2003) explored the use of gesturing with telematics to enable secondary task
interactions to reduce the distraction caused to the primary task of driving. A number of
hand gesture recognition techniques for human vehicle interface have been proposed time to
time. Additional literature explores gesture for telematics applications (Pickering 2005) to
minimize distraction while driving. The primary motivation of research into the use of hand
gestures for in-vehicle secondary controls is broadly based on the premise that taking the
eyes off the road to operate conventional secondary controls can be reduced by using hand
gestures.

Computer information technology is increasingly penetrating into the medical domain. It
is important that such technology be used in a safe manner to avoid serious mistakes lead-
ing to possible fatal incidents. Keyboards and mice are today’s principle method of human
computer interaction. Unfortunately, it has been found that a common method of spreading
infection from one person to another involves computer keyboards and mice in intensive care
units (ICUs) used by doctors and nurses (Schultz et al. 2003) as shown in Fig. 8f. In a setting
like an operating room (OR), touch screen displays must be sealed to prevent the buildup of
contaminants, and require smooth surfaces for easy cleaning with common cleaning solu-
tions. A gesture plays an important role in such situations for interaction with computing
devices. In face mouse (Nishikawa et al. 2003), a surgeon can control the motion of the
laparoscope by simply making the appropriate face gesture, without hand or foot switches or
voice input. Graetzel et al. (2004) developed a computer vision system that enables surgeons
to perform standard mouse functions like pointer movement and button presses with hand
gestures.

Other systems (Wachs et al. 2002) suggest a tele-operated robotic arm using hand gestures
for multipurpose tasks. Gestures are not the most common technique for adaptive interfaces
since they require movement, and this may not be conducive to some physical disabilities,
although some technology, such as the DataGlove, has been used to measure and track hand
impairment in disabled users. Segen and Kumar (1998b) extends previous work to develop
a system for wheelchair navigation using gestures, while the gesture–pendant (Gandy et al.
2000) was also extended for adaptive interfaces for home emergency services, enabling con-
trol of devices for home patients with vision or physical impairment. Since gestures typically
require movements, they may not be the primary choice for adaptive interactions; however
some gestures can require only minimal motion, and can require reduced mobility than a
mouse or keyboard for text entry or desktop computer interactions (Ward et al. 2000). Pausch
and Williams (1990) demonstrate the sign language which may also be considered adaptive
technology for users with hearing impairment, however current systems are not yet capable
of interpreting large vocabulary sets fluidly, and can experience tracking limitations in the
computer-vision implementations (Fang et al. 2003; Bowden et al. 2003).

Hand gestures can be used for analyzing and annotating video sequences of technical talks.
Such a system is presented in Ju et al. (1997), Charniak (1993). Speaker’s gestures such as
pointing or writing are automatically tracked and recognized to provide a rich annotation of
the sequence that can be used to access a condensed version of the talk. Given the constrained
domain a simple “vocabulary” of actions is defined, which can easily be recognized based on
the active contour shape and motion. The recognized actions provide a rich annotation of the
sequence that can be used to access a condensed version of the talk from a web page. Also,
hand gestures are an attractive method for communication with the deaf and dumb. One of
the most structured sets of gestures is those belonging to any of the several sign languages.
In sign language, each gesture already has assigned meaning, and strong rules of context

123



26 S. S. Rautaray, A. Agrawal

and grammar may be applied to make recognition tractable. Starner and Pentland (1995b)
described an extensible system which used a single color camera to track hands in real time
and interpret American Sign Language (ASL).

For achieving natural human computer interaction for virtual environments, Berry (1998)
integrated controlling gestures into the virtual environment BattleField. In this system hand
gestures are used not only for navigating the VE, but also as an interactive device to select and
move the virtual objects in the BattleField. Another system (Zeller et al. 1997) where hand
gestures serve as the input and controlling device of the virtual environment is presented.

The significant factor which makes vision based hand gesture recognition more practical
for widespread use in different application domain as discussed above is due to its decrease
in use of hardware and processing cost.

6 Commercial products and software’s

The hand gestures considered as a promising research area for researchers in designing a nat-
ural and intuitive method for HCI. This section discusses and provides a comparison between
different commercial products and software’s based on vision based gesture recognition that
has paved their way from HCI research labs to market as fully fledged commercial prod-
ucts. Table 4 compares some of the latest vision based hand gesture recognition commercial
products and software’s available for interacting with the computing world. IISU SoftKinetic
(2012) is a product SoftKinectic based on real-time 3D gesture recognition technology that
are used to be build gesture recognition application compatible with all 3D cameras and
platform. Another product that uses the power of intuitive hand gesture to control the wide
array of consumer electronics and digital devices is available in the market by eyeSight’s
(eyeSight’s 2012).

These devices utilize advanced image processing and machine vision algorithms to track
the users hand gesture and then convert them into commands. PointGrab’s PointGrab’s (2012)
enables the integration of hand gestures with application such as games and customized user
interfaces that are based on unique sophisticated hand shape and motion detection algorithms
working together with a standard 2D camera. HandGET HandGKET (2011) has the tool-
kit that facilities integration of hand gesture control with games and VE applications. The
middleware used in this product recognizes user’s hand gestures and generates keyboard and
mouse events to control applications based on computer vision techniques. Mgestyk devel-
oped in 2009 (Li and Wechsler 2005; Mgestyk 2009) employs software for hand gesture
processing and 3D camera to interact with computer for operating games and applications.
Based on the technology of 3D camera for computer vision, camera in mobile device and
pointing frame GestureTek (GestureTek 2008) product is used for applications like control-
ling pc, mobile or console applications using camera or phone. Wii Nintendo (2006) has
wireless and motion sensitive remote with game console and may be used for game with
any pc etc. Another product HandVu (2003) launched in 2003 is also used for interaction
with computer to operate games and application based on real-time gesture recognition using
computer vision techniques. OMRON Corporation (OMRON 2012) developed a new hand
gesture recognition technology capable of simultaneously recognizing the position, shape,
and motion of a person’s hand or finger by referencing a camera-recorded image. By combin-
ing this technology with OMRON’s core facial image sensing technology, gesture recognition
can be started automatically based on the analysis of interrelation between the position or
direction of the face and the hand shape or position.
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These commercial products developed and used are though in initial phases of acceptance
which may still be made robust with user requirements and feedback. Though efficiency
and user friendliness are the basic criteria’s considered for design and development of such
products the technological constraints make them liable to various lack of abilities, that has
to be supported by the research and development in technological areas associated. The
need for evolution of these products are manifold including cost effectiveness, robust under
different real life and real time application environments, effective and end user acceptabil-
ity.

7 Software platforms/frameworks

When implementing a technique/algorithm for developing an application which detects,
tracks and recognize hand gestures, the main thing to consider is the methodology which
to recognize the gestures. This section discusses platforms which supports gesture recogni-
tion in various methods and further in development from small to medium scale software
applications.

7.1 OpenCV

It is an open source computer vision programming functions library aimed at developing
applications based on real time computer vision technologies. This framework has BSD
license which enables usage of the framework for both commercial and research purposes.
OpenCV Bradski and Kaehler (2008) was originally developed in C but now consists of
full libraries for C++, Python and supports for Android platform. It also supports hardware
for Linux, MacOS X and Windows platforms providing extensive cross platform compati-
bility. OpenCV Eclipse IDE, C++ Builder, DevCpp IDE support provides developer’s easy
access to build applications with any of the IDEs listed above. Some example applications
in OpenCV library are object identification, segmentation and recognition, face recognition,
gesture recognition, motion tracking, mobile robotics etc. With this extensive features this
framework also requires a strong knowledge in both development and integration methods
to create a software application.

7.2 MATLAB

Matrix laboratory (MATLAB) is a numerical computing environment and fourth generation
programming language. It was developed by MathWorks. MATLAB MATLAB allows imple-
mentation of algorithms, matrix manipulations, plotting of functions and data, creation of user
interfaces and interfacing with programs written in other languages including C, C++, Java
and Fortran. It also supports hardware for Linux, MacOS X and Windows platforms provid-
ing extensive cross platform compatibility. MATLAB provides Image Processing ToolboxTM

which provides a comprehensive set of reference-standard algorithms and graphical tools for
image processing, analysis, visualization, and algorithm development. Different task like
image enhancement, image deblurring, feature detection, noise reduction, image segmenta-
tion, geometric transformations, image registration, object tracking, recognition etc can be
performed using the toolbox. Many toolbox functions are multithreaded to take advantage
of multicore and multiprocessor computers.
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7.3 A Forge.NET

The A Forge .NET Framework (A Forge.NET) is an open source framework based on C#.NET
designed for developers to provide a platform to develop applications in Computer Vision and
Artificial Intelligence. This framework supports image processing, neural networks, genetic
algorithms, machine learning and robotics. The framework is published under LGPL v3
License. This framework has gained popularity because its ease of use, effectiveness and
short learning period. This framework is compatible with .NET Framework 2.0 and above.
This framework can be easily integrated with Microsoft Visual Studio IDE for development.
The framework consists of set of libraries and sample applications that can be used as a basis
to develop a gesture recognition application.

7.4 iGesture

It is a well reputed and older gesture recognition framework is iGesture (iGesture). This
framework is a Java based and focused on extendibility and cross-platform reusability. The
distinctive feature of the iGesture framework is that it supports both developers and designers
to develop new hand gesture recognition algorithms. iGesture integrated framework includes
the gesture recognition framework and ‘I’ gesture tool component to create custom ges-
tures sets. This makes it better compared to other frameworks as the other frameworks have
predefined gestures and the developers are limited to those gestures. Also iGesture tools
provide the ability to evaluate the usability, performance, effectiveness of new and existing
hand gesture recognition algorithms. The main disadvantage of this framework is its long
learning period because of the extensive usages the framework offers the developers must
have a good understanding of the principals and methods of using this framework in software
applications.

8 State of the art and discussion

The research in hand gesture recognition has evolved a lot since its advent with increased
usage of computing devices in our day to day life. This section of the survey is an effort to
accumulate some of the previous work done in the field of human computer interaction. The
effort is to classify the state of the art on the basis of the discussion done in section III, IV, V and
VII (i.e. gesture representations: 3D model based or appearance based, techniques: static,
dynamic and further highlighting the key methods discussed, software platform, background
(BG.) conditions and application/ task performed) between man and machine interaction
over the period of years from 2005 to 2012 till the study has been done. The exhaustive list
of the work done in the aforementioned era of development has been given in the following
Table 5. Though the list may not be exclusive enough the effort has been made to make
it as exhaustive as possible. The detailed analysis of the table presents a lot of interesting
facts about the ongoing research in field of human computer interaction in general and vision
based hand gesture recognition in particular.

The literature presents various interesting facts that compare and contrast the two object
representation techniques i.e. 3D model and appearance based. The former representation
technique is generally based on computer aided design through wired model of the object.
While the later segments the potential region having object of interest from the given input
sequence. Though the 3D model allows for real time object representation along with low
computing efforts the major difficulty with the approach is that the system is limited by the
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shapes it can deal with. The appearance based methods use templates to correlate the gestures
to a predefined set of template gestures; this leads to the simplicity of the parameter com-
putations. 3D model based approaches articulate real time representations but a prototype
for estimating the position and orientation of the gestures need to be developed for accu-
rate and robust representation. Although the 3D model based approach provides promising
results, posture and gesture estimation is still not that much advanced to provide flexible as
well as reliable performance. Most of the researchers have preferred the appearance based
representation of the gestures for low level task and applications related desktop and gam-
ming applications as shown in Table 5. Though the 3D model based representations are
accurate enough but the difficulties faced by the researchers in the implementation of these
representations finds them suitable for high level gesture modeling task and applications.

As far as the techniques for recognizing hand gestures are concerned, this survey indicates
that static as well as dynamic gestures have been preferred by different researchers depending
upon the requirement of the application. This makes both static and dynamic gestures equally
important. Though both the hand gesture recognitions are used in varied applications in the
literature they have their own pros and cons. The computations and complexity increases
with the implementations of dynamic hand gestures while the accuracy of gesture recog-
nition strengthens with the implementations of static gestures. Dynamic gestures are more
useful and thus preferred for applications having frequent change in the gesture adding to the
dynamic nature of gesture being recognized. The Table 5 also highlighted the method used by
different researchers for recognizing hand gestures. As the hand gesture recognition system
consist of different phases i.e. detection, tracking and recognition as discussed in section IV,
this makes it difficult to highlight single technique used for hand gesture recognition system.
Based on the survey done on previous work it shows that most of the system designed and
implemented consists of combination of two or more standard method which can be termed
as hybrid methods.

The platform used for implementing different techniques depends on the user familiarity
and requirement of the application as needed for online or offline processing. It was noted
that the most of the research papers doesn’t provide details about the platform used which
makes it difficult to analyze the performance of platforms for specific task/application. The
survey suggests that OpenCv is generally used for real time applications as it requires less
computational time taken for processing. Further being an open source computer vision pro-
gramming functions library it available easily. MATAB is generally used for analyzing and
recognizing high level gesture modeling. With the availability of image processing toolbox
in MATLAB it provides different build in functions for detection, tracking and recognition.
Further comparison and analysis between different techniques used for gesture modeling can
be performed in robust manner through MATLAB.

One of the major challenges in vision based hand gesture recognition is to recognize
the hand gestures effectively in different background conditions. Background may vary from
place to place depending on the environment conditions. Background conditions changes due
to varying illumination conditions, occlusion, dynamic or moving objects in background,
cluttered or distorted objects in background scene etc. In designing the real time recognition
system these conditions should be taken into consideration as these noises will be present
in real time scenario which affects the robustness of the system in recognizing the hand
gestures.

The applications/task in research papers helps new researchers in the field of HCI to think
uses of vision based gesture recognition beyond laboratory (restricted) conditions for imple-
mentation in real time environment. Different application domains have been discussed in
the literature as shown in section V. In the literature as shown in Table 5 this survey generally
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finds two types of research areas (1) application oriented such as desktop, virtual reality
applications etc. and (2) task oriented which leads to high level modeling and analyzing of
gestures. Though the survey does not present any orientation towards some specific applica-
tion for the hand gesture recognition systems but still the most preferred application domain
which uses hand gestures for interaction is said to be for desktop applications. The suggested
reason for the same could be distributed nature of the desktop applications as they present
a varied scope of implementations. The next set of preferred application of hand gesture
recognition system as depicted by the current survey can be said to be for gaming and sign
language. Gaming though supported by a large consumer base of different age groups ranging
from infants to teenagers where as sign language based applications have high humanitarian
grounds for acceptability. Hand gestures are also used as an interface for applications related
to entertainment by many authors but still with a very low cost of acceptability by the end
users of the gesture recognition systems.

9 Vision based hand gesture recognition analysis for future perspectives

This section provides an analysis of the previous sections discussed in the paper along with
an insight for the future perspectives of vision based hand gesture recognition for human
computer interaction. Hand gesture recognition techniques rely heavily on the core image
processing techniques for detection tracking and recognition.

Recognition techniques limitations

There are many limiting factors influencing the uses of their core technologies for real time
systems as discussed in previous sections III and IV having key issues being highlighted
here. Though the color based technology are used for segmentation in the detection phase
but generally the color based segmentation could be confused by presence of objects of simi-
lar color distribution as hat of hand. Within the shape based core technologies of hand gesture
recognition information is obtained by extracting contours of objects but within the limita-
tions of weak classifier implementation generating faulty results. 3D hand models used for
detection of hand achieve view independent detection but the fitting is guided by the forces
that pull the detecting characteristic points away from goal positions on the hand models.
Motion based hand detection is not so much favored because of the undertaken assumption
that movement in the image is only because of the hand movements. The core technologies
of hand detection if improved to operate on high frame rate acquisition then it becomes
effective for tracking phase also. Co-relation based feature tracking uses template matching
that is not very effective under variations illumination conditions. Contour based tracking
also suffers from limitation of smoothness of contours. Optimal tracking operates an obser-
vation to transform them into estimations but is not robust enough to operated in the cluttered
background. Similarly the advance technologies for hand gesture recognition are also having
different sets of limitations and overheads with their evolution. The overall performance of
any gesture recognition system is very much dependent on these set of techniques used for its
implementation. Hence, it is required to find the optimal set of techniques at different phases
that is very much application dependent for which the system has been developed. Though
there are many limitations of the varied application domains of hand gesture recognition
system that is discussed as follows:
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Application domain constraints

It is often assumed that the application domains for which the hand gesture recognition sys-
tems are implemented would be restricted to single application only. As the research in HCI
till date concentrates on the design and development of application specific gesture recogni-
tion systems in general and hand gesture recognition systems in particular. The core concept
of limitation because of which most of the hand gesture recognition systems developed are
application specific is the cognitive mapping of the gesture to command operating within
the application. These cognitive mappings of gesture to command are easier in the case of
system being developed for single application. The complexity associated with conversion
of this cognitive mapping of gestures to command for different applications had hindered the
evolution of application independent hand gesture recognition systems. Hence it is one of
the prime concerns for future of gesture recognition system to be application independent.

Real-time challenges

The present survey has found across the literature the tendency of the developed hand ges-
ture recognition systems trying to attain specific performance accuracy against various real
time challenges faced during the design and implementation of these systems. These set of
real time challenges varied from variations in illumination conditions to occlusion problems
to real time compatibility of performance along with forward and backward compatibility
among the technologies implemented. Nevertheless some of these real time challenges are
worked upon to a certain extent by some of the authors but still no robust framework for solu-
tion to all of these real time challenges has been proposed. Efforts are need to be organized
for the design and development of a framework that generates a hand gesture recognition
system satisfying all the real time challenges posed by these systems. Without any detailed
level of performance defined within the framework it would be really difficult to develop an
optimal solution based system for various real time challenges. The static and dynamic sets
of background from which the hand gestures need to be segmented are also one of the prime
real time challenges that need to be addressed for the wide applicability of these systems.

Robustness

Evolution for robustness of a hand gesture recognition system is a complicated task. As there
is no standard baseline algorithms that could accurately define the quantitative or qualita-
tive robustness of any gesture recognition system specifically. Neither there is present any
formal performance comparison framework for the recognition systems. Still based on the
typical problems faced the robustness within the hand gesture recognition system could be
defined under three majors vertical of user, gesture and application with specifications of the
conditional assumptions taken for development of the systems. Being user adaptive is one
of the prime requirements of any hand gesture recognition system for its wide acceptability.
This includes the systems to be independent of the type of user, experience of user with such
systems and the compatibility of user with the system. Secondly the gesture used by the
system needs to be user friendly with high intuitiveness and lower stress and fatigue. The
system also needs to be gesture independent in terms of its cognitive mapping with the set of
commands. This means the system must be compatible of switching the cognitive mapping
of same gesture to different set of commands and vice versa.
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10 Conclusion

Over the past few years the use of natural human hand gestures for interaction with computing
devices has continued to be a thriving area of research. This survey has identified more than
two hundred fifty recent related publications in major conferences and journals. Increased
activity in this research area has been a driven by both scientific challenge of recognizing hand
gestures and the demands of potential applications related to desktop and tablet PC applica-
tions, virtual reality etc. This survey is an endeavor to provide the upcoming researchers in
the field of human computer interaction a brief overview of the core technologies related to
and worked upon in the recent years of research. There are well known limitations of the core
technologies that need to be addressed and provide the scope for future research and devel-
opment. Analysis of the comprehensive surveys and articles indicates that the techniques
implemented for hand gesture recognition are often sensitive to poor resolution, frame rate,
drastic illumination conditions, changing weather conditions and occlusions among other
prevalent problems in the hand gesture recognition systems. The survey enlists some the
common enabling technologies of hand gesture recognition and advantages and disadvan-
tage related to them. The paper list out some of the vision based commercial products and
software’s for hand gesture recognition available in market.

Over the last decade numerous methods for hand gesture taxonomies and representations
have been evaluated for the core technologies proposed in the hand gesture recognition sys-
tems. However the evaluations are not dependent on the standard methods in some organized
format but have been done on the basis of more usage in the hand gesture recognition sys-
tems. Hence the analysis of the detailed survey presented in the paper states the fact that the
appearance based hand gesture representations are more preferred than the 3D based gesture
representations in the hand gesture recognition systems. Though there are vast amount of
information and research publications available in both the techniques but due to complexity
of implementation the 3D model based representations are less preferred. The state of art for
applications of the hand gesture recognition systems present desktop applications to be the
most implemented application for hand gesture recognition systems. Future research in the
field of hand gesture recognition systems provide an opportunity for the researchers to come
up with efficient systems overcoming the disadvantages associated with the core technolo-
gies in the current state of art for enabling technologies gesture representations and gesture
recognition systems as a whole. The industrial applications also require specific advances
in the man to machine and machine to machine interactions. The potential related to the
application of hand gesture recognition systems in day to day life always keeps inspiring
the advances required to realize the reliable efficient accurate and robust gesture recognition
systems.
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