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INTEROPERABILITY
AND CERTIFICATION

The Etharnat Alliance is committed to leading the
charge toinstiling industry confidence in Ethernet
standards thraugh its multivendor interoperability
i Our PaE Certifi
Program takes this mission to the nex level!

Our industry-defined PoE Certification Test Plan is
based on the Etharnet PoE standard, and products
passing this test will be grantad the Ethernet Aliance
POE Certification Logo. This logo will provide instant
recognition for products that are based an the IEEE
802 3 BoE standard, and provide confidence in the
mult-vendar interaperability of those products
bearing it. The logas willalso provide clear guidance
an which devices will work with each ather.

The first generatian of the program certifies Type1
and Type 2 products that use 2-Pair of wires. The
second generation of the program tackles the
IEEEBO2 bt standard. This table explains the

capabilities of the Types.
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AUTOMOTIVE Ethernet is one of
Ethernet's latest success stories. Forecasts predict
up to 500 million ports of Ethernet will ship in over
100M vehicles by 2021, Ethernet links within cars
provide data and power to reduce the cost and
weight in vehicles while providing economies of
scale and interoperability. The bandwidth demand
of connected cars could be the next big driver for
Ethernet to go beyond 400GbE!

LANE RATE
Gh/s

E NTE RPR I SE and Campus applications drive the bulk of Ethernet port shipments
with hundreds of millions of ports shipping per year. Ethernet's roots are in enterprise local
area nebworks (LANSs) where the entire Ethernet family, including the BASE-T products, can
be found. LANs are rich in copper where over 70 Bilion meters of cable have been deployed
over the past 15 years. Enterprise data centers are very cost sensitive and most servers
deploy GbE and 10GbE, and are expected to transition to 25GbE

ENTERPRISE

CAMPUS AND DATA CENTg,

have driven higher

EPOHN, client side optics for optical transport network
(OTN) eguipment, and wired and wireless backhaul. In
particular, the 5G mobile deployment is driving dramatic
increases in both fronthaul and backhaul applications, and
continues to push Ethernet to higher rates and longer
distances. And with global demand by consumers for
video, this shows no signs of changing.

SWITCH
BANDWIDTH

s “ (Th/s)

100G-400G

Middle of Rack
Ethernet Switches

AUTOMATION, BUILDING, AND INDUSTRIAL applications
highlight the need for lower speed Ethamet sclutions in harsh environments. Today this space is
leveraging BASE-T solutions from the enterprise space. The Ethernet community defined the IEEE
BO23cg standard for 10Mbys operation plus power delivery over a single twisted pair. This will
consolidate a landscape of multiple legacy protocols, driving the promise of Ethernet's multi-level
interoperability to new heights .

CLOUD PROVIDERS werethefirst to adopt 10GLE servers on alarge scale in 2010 for
hyperscale data centers. With voracious appetites for applications like Al and Machine Learning, hyperscale
servers have moved to 25GbE, and are transitioning to 50GbE and beyond. Unigue networking architectures
within these warehouse scale data centers have driven multiple multimode and single-mode fiber solutions
at 100, 200 and 400 GbE. The bandwidth dernands of hyperscale data centers and service providers
continue to grow expenentially and in a similar direction that blurs the lines between the two.

speed Ethernet sclutions for decades. Router connections,

EA CERTIFIED & PSE Logo™, isa trademark and certification mark of The Ethernet Alliance
in the United States and other countries. Unauthorized use strictly prohibited.

To get a PDF version of the roadmap and to find out more about the roadmap, please go to: rg /!
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AUTOMOTIVE
Ethernet

to jedna z najnowszych historii
sukcesu Ethernetu.

Prognozy - do 2021 r. do 500
miliondw portow Ethernet
zostanie dostarczonych w
ponad 100 milionach pojazdéw.
(aby zmniejszy¢ koszty i wage
pojazdow, zapewniajac
jednoczesnie korzysci skali i
interoperacyjnosc)
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PoE Types 2-Pair PoE+ — Type 2 ( 4-Pair PoE )
and Classes | 2-Pair PoE - Type 1 in Standardization
Class 0 1 2 3 4 5 6 7 8
PSE Power (W) |||15.4| 4 7 1154 30 45 60 | 75 90
PD Power (W) 13 | 3.84 | 6.49 | 13 )| 25.5||| 40 51 62 | 71.3
A1 "
4-Pair PoE-Type 3 4-Pair PoE
b ! Type 4
L vy
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ol | UG Modulation Higher data rates are achieved by 10T T
(Pair) (4 Pai) using higher sampiing rates and "s..?'ﬁ Parallel
woBASE- | TIS s different modulation techniques. - . eds
P - Coherent -4+ 25 Gigabaud sampling may create u T % . Duad Speeds
gincia 256Ghy/s NRZ. 50 Gby/s PAM-4 or a / v “,'
OO0BASE- m T % PAM-8 -3 1006h/s Coherent lanes. © 400G Duo Speeds
25GBASE- KX m T E 25GLane 3 Sarial Speads
2 pama 2 Osociane Gaoos o o 200G p
SGBASE- | KR m T ) [
ﬁ 100G Lane QBO0G PMD ™
T0GBASE- T T BIDI Access | BIDI Access |BIDI Access NRZ -1 = 100G -
=4 soG
EPON/ Er/
MGBASE- | KR | CR/CRS T SR | i dccess |Bins Aces Ealll 256G
) =) T | sraesra | pema LR4 XLAU 0™ e 10G
AOGBASE- R HLPPI s, o of‘:ef"o
e, Ry 2000 2010 2020 2030
EPON/ | EPON/ oy 100 1 gl
socaAsE- B e s e o Standard Completed
KR L 0 R LR R 50GAUK
R0 SRIO IO XB0-28em | 10X 0-0km CAUKIO CPPI . Ethernet Speed OSpeed in Development {:}Possi ble Future Speed
cWoMa/ | LRa/ ERaf
KR4 = sne | PsMa awoM-20 CAUI4/100GAU 4 -
100GRASE- 4WDM30 AWDM-4O g 100 [P — After the data rate/lane is
KR2 cR2 sz R = DOGAUKZ 8 chasen, the number of
KA cm s’ OR |1006FR | 1006-LR 2R 100GAUH 4 lanes in @ link determines
| KRa cRa sne | DR4 | FR4 LRa ER4 2006AU4 g the speed. This chart
200GBASE: b =8 £ 2006AUR2 ‘5; 50 400GBASE-LRE gh0ws how 4 or & lanes
18 FRg Lrs H00GAUIIE can be used to generate
40ocaAsE- sasaaz ma | iees ena “s0osaurs E 2 400GDE Inks. SIGNALING METHODS
KRa cra SR4 | DR |40DGFR4 |4DDGLR4I0) 2R 400GAUN4
Gray Text = IEEE Standard  Red Text = In Standardization  Green Text = InStudy Group 4 & Signaiing for higher lans
Blue Text = Nen-IEEE standard but complies to IEEE elactrical interfaces Number of Lanes rates is transitioning from
nan-retum-to-zera (NRZ)
for 25Gb/s per lane to
four level Pulse-amplitude
modulation (PAM-4) for
50Gbys per lane. and
Hormnes ust Ethernet to Conect personal computers, Enterprises we ETHERNET Caherent Moduiatian for
devices together aver Local Area Networks {LANS. Most LANs 100G/s per lane.
many mere devices. Power over Ethernet ensbles e BASET 2 use ECOSYSTEM

et and power to be deivered over one cable. Ut mode and singlemode Bbir 16

As streams turn into rivers
and flow into the ocean, small
Ethernet links flow into large
Ethernet links and flow inta
the Internet. The Internet is
formed at Internet Exchange

B5 % Enterprise Data Certers deploy
) neterogeneous servers with vanous service

Hyperscale Data

Centers deploy tens or
Runcireds of thousands
i of homogeneowus
servers across
warehose scale data
centers in pods.

Paints (IXPs) that are spread
around the world. The [XPs
connect Telecommunications
Campanies, Cable companies,
Providers and Content
Delivery Networks over
Ethernet in their data centers.

The internet Exshange Pent (((F) & whare the
A Internet is made when various networks are

via Ethemet.

are

the 6P 50

sccessto the Internet andlong haul connections.

Sarvar Rl ETHERNET SPEEDS
Ethernet Switch
0-100M
And Routor Racke O
+56
Patch Panets
L .
Storage Racks esne
Storage Network Equinment e 100-2006
Transport Equipment i — 4006
Tetocom Hetworks ——
Cable Networks e

PAM-4

Coherent

FORM FACTORS

This diagram shows the mast common form
factors used in Ethernet ports. Hundreds of
millions of R4S ports are sold a year while tens
of millions of SFP and millions of QSFP ports
ship a year

1-4 Lane Interfaces

This diagram shows new form factors
initially designad for I00GBE and 400GBE
Ethernet ports.

4+ Lana Interfaces

s
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Backplane Twinax  Twisted Twisted MMF 500m 2km 10km 20km 40km 80km
Cable Pair Pair PSM4 SMF SMF SMF SMF SMF
Q1 Pair) (4 Pair)
10BASE- TS TIS/TIL
100BASE- T
1000BASE- T T
2.5GBASE- KX m T
SGBASE- KR m T
10GBASE- m T BIDI Access |BIDI Access | BIDI Access
LR/
EPON/ ER/
25GBASE- KR CR/CR-S T SR EPON/ 25GAUI
BIDI A BIDI Access | BIDI Access
KR4 CR4 T SR4/eSR4 | PSM4 LR4 XLAUI
40GRASE- FR XLPPI
EPON/ EPON/
SOGBASE- BIDI A BIDI Access BIDI Access LAUI-2/50GAUI-2
KR CR SR FR LxR ER 50GAUI1
CR10 SR10 10X10-2km | 10X10-10km CAUI-10 CPPI
CWDM4/ LR4/ ER4/
J00GBASE- | KR4 CR4 SR4 | PSM4 awDMio | WDM20 | ni g0 CAUI4/100GAUI-4
KR2 CR2 SR2 FR1 LR1 100GAUI-2
KR1 CRl SR DR 100G-FR 100G-LR ZR 100GAUK
200GBASE- KR4 CR4 SR4 DR4 FR4 LR4 ER4 200GAUI-4
KR2 CR2 SR2 200GAUI-2
SR16 FR8 LR8 400GAUI-6
400GBASE- SRE/SR4.2 FR4 LR4-6 ERB 400GAUI-8
KR4 CR4 SR4 DR4 400G-FR4 | 400G-LR4-10 ZR 400GAUI-4
Gray Text = IEEE Standard Red Text = In Standardization Green Text = In Study Group
Blue Text = Non-IEEE standard but complies to IEEE electrical interfaces
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SIGNALING METHODS

Signaling for higher lane

rates is transitioning from
non-return-to-zero (NRZ)
for 25Gb /s per lane to
four level Pulse-amplitude
modulation (PAM-4) for
50Gb/s per lane, and
Coherent Modulation for
100Gb/s per lane.

Coherent
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FORM FACTORS

This diagram shows the most common form This diagrarm shows new form factors
factors used in Ethernet ports. Hundreds of initially designed for 100GBE and 400GbE
rnillions of RJ45 ports are sold a year while tens Ethernet ports.

of millions of SFP and millions of Q5FP ports

ship a year. 4+ Lane Interfaces

1-4 Lane Interfaces

. Embedded Optics

S _0.01-4060/s
"i’-q; . 1-100Gb/s

“‘% S 2-200GHS
Twistad Pair ’9““ ~E S
Cat .". -‘. - s ¥ .

Dupiax gl
and Paralel A
Optical Flbar
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Enterprises use Ethernet to dreds o ds of ETHERNET

devices together over Local Area Networks (LANs). Most LANs

vse BASET . but large buidings and use ECOSYSTEM

multi-mode and singlemode fiber too.

Homes use Ethernet to connect personal computers,
printers, wireless access points, security cameras and
many more devices. Power over Ethernet enables
data and power to be defivered over one cable

As streams turn into rivers
and flow into the ocean, small

EARAIpre Dev) Cams copiey. ) Ethernet links flow into large
1 heterogeneous servers with various service
level ag and requi Ethernet links and flow into

the Internet. The Internet is
formed at Internet Exchange
ki daciits Eoma o Points (IXPs) that are spread
hundreds of thousands around the world. The IXPs
connect Telecommunications
Companies, Cable companies,
Providers and Content
Delivery Networks over
Ethernet in their data centers.

The Internet Exchange Point (IXP) is where the
Internet is made when various networks are
interconnected via Ethernet. Co-location facilities
are usually near the IXP o that they have excellent
access to the Internet and long haul connections.

Server Racks . ETHERNET SPEEDS
Ethernet Switch
And Router Racks 1000
-5G
Patch Panels
— 10G

t Rack:
Storage Racks 25~

J Storage Network Equipment — 100-200G

Etherneot Fabric /‘/ Transport Equipment
INTERNET " 4
5. durhd - Tdecom Networks

400G

== — B Cable Networks
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