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Homes use Ethernet to connect personal computers, 

printers, wireless access points, security cameras and 

many more devices.  Power over Ethernet enables 

data and power to be delivered over one cable.

Enterprises use Ethernet to connect hundreds or thousands of 

devices together over Local Area Networks (LANs).  Most LANs 

use BASE-T connectivity, but large buildings and campuses use 

multi-mode and singlemode fiber too.

Enterprise Data Centers deploy 

heterogeneous servers with various service 

level agreements and requirements.

The Internet Exchange Point (IXP) is where the 

Internet is made when various networks are 

interconnected via Ethernet.  Co-location facilities 

are usually near the IXP so that they have excellent 

access to the  Internet and long haul connections.

Hyperscale Data 

Centers deploy tens or 

hundreds of thousands 

of homogeneous 

servers across 

warehouse scale data 

centers in pods. 

Internet

Ethernet Fabric

As streams turn into rivers 

and flow into the ocean, small 

Ethernet links flow into large 

Ethernet links and flow into 

the Internet.  The Internet is 

formed at Internet Exchange 

Points (IXPs) that are spread 

around the world. The IXPs 

connect Telecommunications 

Companies, Cable companies, 

Providers and Content 

Delivery Networks over 

Ethernet in their data centers.
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LATEST  INTERFACES  AND NOM ENCLATURE

Gray Text = IEEE Standard    Red Text = In Standardization      Green Text = In Study Group

Blue Text = Non-IEEE standard but complies to IEEE electrical interfaces
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F O R M  FA C T O R S
This diagram shows the most common form 

factors used in Ethernet ports.  Hundreds of 

millions of RJ45 ports are sold a year while tens 

of millions of SFP and millions of QSFP ports 

ship a year.

This diagram shows new form factors 

initially designed for 100GbE and 400GbE 

Ethernet ports. 
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S IGNALING METHODS

Signaling for higher lane 

rates is  transitioning from 

non-return-to-zero (NRZ) 

for 25Gb/s per lane to 

four level Pulse-amplitude 

modulation (PAM-4) for 

50Gb/s per lane, and 

Coherent Modulation for 

100Gb/s per lane.

NRZ

PAM-4 Coherent

FATTER  P IPES  
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400GBASE-LR8

8

50

25

100 After the data rate/lane is 

chosen, the number of 

lanes in a link determines 

the speed. This chart 

shows how 4 or 8 lanes 

can be used to generate 

400GbE links.S
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Higher data rates are achieved by 

using higher sampling rates and 

different modulation techniques.   

25Gigabaud sampling may create 

25Gb/s NRZ, 50 Gb/s PAM-4 or 

100Gb/s Coherent lanes.
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